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Benchmarking Large Language Models on Test Analysis and Test Design

Abstract This study proposes a benchmark for evaluating LLMs in software test analysis and test design. Unlike prior
studies that focus on unit testing and code generation, it targets system-level testing and introduces evaluation metrics based on
the concept of a confusion matrix, quantifying test view derivation capability (single and combinational) and defect
identification capability—i.e., the range of defects detectable by generated test cases—using accuracy, precision, recall, and
F-score. Applied to an employee search system and a test management tool, the results showed that the LLMs performed well
in deriving single test views, while its performance declined for combination of test views and concrete test case generation.
This method provides a framework for assessing LLMs capabilities in test analysis and test design and serves as a foundation
for future evaluation research and for guiding practical adoption of LLMs.

Keyword Benchmarking, Large Language Model;LLM, Test Analysis Capability, Test Design Capability, confusion
matrix
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Bd 5.
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B L T VS B RE R L. L
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HWZ EDRHLNE RS T
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LTWBZEbERENEZ., 202 L%, LLM 3 EE
HBIZEL OBFEMEIET 20 TiERL, EEIC (4T
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MWEMT DT A NGH - & EMPHT DY — LT
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